
To improve the mapping between language word embeddings, we 
hypothesize that incorporating antonym pairs to enforce larger distances 
between words with opposing meanings should help.

Thus, we used a WordNet antonyms list and incorporated this into the 
the RCSLS loss.
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Can we formulate a convex 
optimization problem for learning 
mappings between word 
embedding spaces of different 
languages?

How can we leverage knowledge of 
multiple dictionaries by mapping 
into a shared embedding space? 

 

Geometry aware Multilingual Mapping (GeoMM)

The individual baseline results of both RCSLS and GeoMM are comparable to each other. 
RCSLS optimizes for a direct mapping between two languages, while GeoMM maps via a shared 
embedding space. Therefore, the problem solved by GeoMM is harder.

We reparametrized the problem of GeoMM to decrease the number of estimated parameters and 
projected into the space of diagonal PSD matrices. However, the optimized parameters yield 
worse performance than using the original formulation.

The combined approach leads to improvements for some language pairs, but not others, 
compared to the individual benchmarks of RCSLS and GeoMM. 

Our approach of using antonyms to instill a prior into the optimization that words with opposing 
meanings should be farther apart also did not yield improved results over the baselines. We 
suspect that the antonym regularization did not lead to improved performance because this 
regularization is still not enough to enforce structure in the embedding space. This regularization 
was meant to enforce some structure, but it was perhaps not enough.

One observation that was made about the original RCSLS paper was that the optimization 
performed there is unconstrained, and the authors merely stop the optimization process after 
some number of iterations. We believe that there is opportunity for a more principled approach 
here, finding explicit constraints for the optimization procedure.

Relaxed Cross-domain Similarity Local Scaling (RCSLS)

RCSLS has the benefits that it optimizes a loss function actually used 
during test time for retrieval, and this loss is convex. However, this 
method only works for pair-wise mappings.
GeoMM has the benefit that it maps languages into a shared 
embedding space. The drawbacks are that it uses different loss 
functions during training and test, and the loss function is not convex.

Thus, we propose to combine these two methods in order to produce  
a method that is convex, uses the same optimization function at both 
train and test times, and maps languages into a shared embedding 
space. We use the RCSLS loss formulation and optimize over the set 
of orthogonal matrices       and the set of positive-definite matrices    :
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Antonym Penalty

Combining GeoMM and RCSLS

We see that our combined method generally matches or improves upon the GeoMM 
formulation. 

The performance is worse compared to the RCSLS baseline. However, we do not expect 
our combined method to improve over RCSLS as in both the GeoMM and our method, 
we first map to a common embedding space, as opposed to the direct mapping between 
embedding spaces that RCSLS performs. In that sense, RCSLS directly optimizes for 
bilingual mappings whereas our method and GeoMM optimizes for multilingual settings. 

The RCSLS task is thus generally easier, and so it should have higher performance. Our 
combined method therefore loses some of the accuracy benefits in exchange for 
theoretically better performance on multiple languages at a time.Problem Reparameterization


